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Abstract

Diffusion model with text prompt(Text-to-Image, T2I)
and image prompt(Image-to-Image, 12I) has recently es-
tablished as mainstream in the Generative Al. However,
one weaknesses of T2I and 121 models is their inability to
generate scene text in a human-readable format within the
generated output. In this work, we introduce a seamless
pipeline for removing, editing scene text in image prompt.
The pipeline consists of 3 main components. (1) Scene Text
Segmentation module based on HI-SAM(Segment Anything
Model). (2) A diffusion model employing fine-grained style
transfer that utilizes cross attention masks and selective
style injection within U-Net blocks. (3) Scene Text Edit-
ing Module using layout from previous scene text segmen-
tation module. In this study, we introduce a novel approach
by applying style transfer to visual text rendering research.
By analyzing the cross-attention map and utilizing atten-
tion masks, we have significantly improved the preserva-
tion and modification of scene text within image prompts.
This research has enabled us to refine our design con-
cepts for an end-to-end model and to prepare the neces-
sary datasets for its training. Expanding our work from U-
Net-based diffusion models to include transformer-based
diffusion models and video generation models would al-
low us to overcome the current limitations of our model
and achieve more innovative outcomes. See our codes at
https://github.com/GoGiants1/MLVU-project.

1. Introduction

As the saying goes, “imitation is the mother of creation”.
There has been an increasing demand for generating new
images by referencing existing ones, leading to the emer-
gence and widespread use of techniques such as IP-Adapter
[14], ControlNet [16], manipulating attention mechanism
[3, 4] and Reference + X [17], which take images as in-

put. The aim of these techniques is to produce high-quality
results similar to image prompts. One of the weaknesses
of T2I and I2I models is their inability to generate text
in a human-readable format within the generated output.
When there is scene text in the image prompt, the prob-
lem of generating distorted text undermines the quality of
the resulting output, serving as one of the major causes of
quality degradation. To address these issues, various meth-
ods for generating visual text have been studied. Research
such as AnyText[10] and TextDiffuser[1], which involve
rendering and editing scene text using font files, and Glyph
Control[13] which provide conditional control images to
diffusion networks, has been conducted.

These studies have been found to produce reasonable
results, but to the best of our knowledge, there is no spe-
cific model that performs both text editing and image style
transfer. To achieve this, we integrate IP-Adapter[14], an
image style transfer diffusion model, and TextDiffuser[1],
which focuses on text editing with text prompts, into a sin-
gle U-Net Network[9]. Specifically, we first construct text
region masks and text stroke segmentation using a text seg-
mentation model named Hi-SAM[15]. Second, we update
the old text stroke segmentation mask to a new text stroke
segmentation mask based on the text prompt. Finally, we
modify the U-Net to concatenate the pre-trained models (IP-
Adapter and TextDiffuser) and perform inference with both
the image input and the text stroke segmentation input.

In this work, our main contributions are as follows:

* We propose a novel approach for handling both style
transfer and text editing with using a single U-Net[9].

* We analyze cross attention maps between query from la-
tents, key and value from the text and the image prompt.
And we introduce text stroke cross attention mask which
enhance generated visual text quality and style alignment.

* The proposed style injection algorithm demonstrates sta-
ble results in terms of both image quality and text editing
compared to the baselines.



* We have created an English glyph image dataset for con-
trastive learning between the Visual Text (glyph) Encoder
and the Text Encoder.

2. Related Works
2.1. Text Segmentation with SAM

Hi-SAM [15] is the model which tuned SAM [6] for text
Segmentation. Hi-SAM use two Decoder which has same
architecture with SAM mask decoder. one is S-Decoder and
the other is H-Decoder. First, using pretrained Image en-
coder from SAM, the model converts image to image em-
bedding. unlike SAM, Hi-SAM uses image embedding as
prompt by passing self prompt module and S-Decoder gets
both image embedding and image prompt. the output for H-
Decoder is Text stroke segmentation. So that we can extract
text from image with form of binary mask. Second main
contribution of Hi-sam [15] is it can extract text bundle with
semantic aspect like lines or words. for this, the model use
output of S-Decoder as H-Decoder’s prompt and use image
embedding as H-Decoder’s input. by using this architecture,
Hi-SAM could reach state of arts in text segmentation and
hierarchical text dectection.

2.2. Scene Text Editing

Recently, diffusion based model became states of the arts in
many image generative area. Scene text editing has been no
exception for this fashion. Glaph-control [13] and Textdif-
fuser are diffusion based mode that was designed for text
editing. Glaph control use controlnet to edit text without
distortion(Todo: more specific explanation for Glyph con-
trol). On the other hand, textdiffuser used clip tokenizer and
layout transformer for text segmentation mask generating
and 17-channel U-net [9] to train diffusion denoising net-
work. Specifically, by using layout transformer and clip to-
kenizer, the model could get box coordinate approximately.
then, the model created character level segmention mask for
a given font style. Input was composed of 17-channel by
using VAE. For tuning 17 channel U-net, textdiffuer used
mario-10M dataset which were similar with movie poster
images. By doing this process, it could edit scene text with-
out distorting background images.

2.3. Image Style transfer

With the scene text securely masked, we proceed to the im-
age transfer process. The goal here is to transform the im-
age’s primary object into a different variant within the same
class or style, based on the provided text prompt and image
prompt. For instance, if the input image prompt represent a
poodle and the text prompt suggests a husky, our algorithm,
leveraging a style transfer methods[3, 4, 14], generate the
husky’s appearance to resemble that of a poodle.

The IP-Adapter method rely on CLIP Vision Trans-
former [7] to get image embeddings and linearly project
image embedding to diffusion model’s latent space. In IP-
Adapter, decoupled cross-attention occurs between it’s at-
tention Key and Value, derived from projected image em-
beddings, and the shared Query, which originates from text
embedding. And other methods based on Style-Aligned[3]
manipulate attention mechanism in U-Net of diffusion
model.

In InstantStyle[12], a new analysis related to content
leakage in the cross-attention layer, previously mentioned
in the context of Style-Aligned, Visual Style Prompt[3, 4],
was presented. This analysis is similar to the results of our
experiments discussed in Section 4. We adopted their layer-
wise scaling method shared in the study for our experi-
ments. The key insight they provided is that, during the ex-
ecution of cross-attention by the IP-Adapter in the U-Net,
specific layers contribute to the image’s layout and style
characteristics.

3. Methods

This study introduces a novel approach for handling both
image and text prompts to achieve image style transfer and
scene text editing. Our method consists of three main steps:
Scene Text Masking, Image Transfer within the Same Class,
and Scene Text Editing. Below, we provide detailed descrip-
tions of each step in the process.

3.1. Scene Text Masking and Mask change

We utilize Hi-SAM[15], which is specifically designed
for hierarchical text detection masking. Hi-SAM yields two
outputs: the text stroke segmentation mask from TSS-SAM
and the text region detection mask from Hi-SAM which
yields bounding boxes. We use both outputs and modify the
text stroke according to the text prompt provided by user us-
ing the Python Pillow package. Finally, we obtain the mod-
ified text segmentation mask for text alteration.

3.2. Incorporate Text Rendering and Style Transfer

Previous studies on visual text and scene text rendering
were designed and trained without considering style trans-
fer. We have successfully integrated the two approaches and
identified areas for improvement in the process. As men-
tioned in Section 2.3, there are various methods of style
transfer. We adopted a technique that extracts embeddings
from CLIP ViT and performs Cross Attention separately,
fusing these embedding to the existing hidden state. The
original implementation of Text-diffuser involved calling a
Unet twice for Classifier-free Guidance. However, we have
re-implemented it in accordance with the standards of Hug-
gingface’s open-source library Diffusers.
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Figure 1. Whole architecture of out proposed model

3.3. Fine-Grained Cross Attention for Style Trans-
fer

The naive way to apply the IP-Adapter module is to input
image that masked out scene text into the image encoder of
the IP-Adapter. However, this approach resulted in output
images with black masked areas, so we need to address the
problem of image generation around the scene text areas.
To resolve this problem, we propose using cross-attention
masks that separate the scene text region from the back-
ground region. This allows us to more precisely control the
cross-attention region and align the style of the scene text.

We investigate two cross-attention maps: one for the
original Latent Diffusion Model (LDM) [8] and another for
IP-Adapter. The results of our attention weight visualiza-
tion are presented in Section 4. A key finding from our
experiments is that the U-Net blocks in the LDM model
perform specific functions. There are blocks that query the
entire image and blocks that query specific regions of the
image, which supports prior research on content leakage
in cross-attention layers [4, 12]. Additionally, because the
cross-attention queries in LDM are shared with IP-Adapter,
this effect is also evident in cross-attention for style trans-
fer. Ultimately, based on these results, we have improved
the quality of generated images in style transfer by metic-
ulously separating layers that inject information about the
background and text.

3.4. Future Mehtod: End to end text rendering with
glyph-Word encoder

Until now, we have been using text stroke segmentation
on input images directly for text editing and text keeping.
While this method yields promising results, it is not an end-
to-end learning approach and has some limitations, partic-
ularly in handling small text. To solve these problems, we
propose text rendering with glyph-word encoder. The Ip-
Adapter model, designed for creating face layouts, utilizes
face embeddings instead of CLIP embeddings. Similarly,
if we can train an embedding space between glyph im-
ages and text, we could integrate it into a latent diffusion
model. To do this goal, we need to train text-glyph image
encoder decoder model. Moreover, designing a model to ef-
fectively inject these embeddings into the latent diffusion
model presents a significant challenge. we will discuss how
can deal with this problem in detail at 5.2.

(b)

Figure 2. Examples of glyph-word 1M dataset



3.5. Prepare Glyph-Word 1M Dataset

Training a model directly on glyph images and text line (or
paragraphs) is challenging. However training word instead
of text line relatively easy. Therefore, our goal is to train
a glyph-word encoder-decoder model. To accomplish this,
we created a large glyph-word pair dataset. We prepared
the top 50,000 English words sorted by frequency usage.
We then rendered the word onto a (128, 128, 1) black back-
ground with white text using pillow package. At the ren-
dering step, we introduce variations such as capitalizing the
first character(Fig. 2 (a)) or the entire word(Fig. 2 (b)), ran-
domly choosing font sizes and styles from over 10 different
font files, and applying random rotation angles with (—7 /2,
7 /2). Also, we incorporated vertical writing(Fig. 2 (c)) into
the dataset. Through this augmentation process, generating
20 variations per word, we were able to create a dataset of 1
million glyph image-word pairs. Fig. 2 shows some exam-
ples of our dataset.
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Figure 3. Structure of Glyph-word transformer encoder

3.6. Future Method: Train Glyph-Word model with
transformer

Glyph-word model is quite similar to a language trans-
lation model. This is because our task can be interpreted
as translating glyph image patch tokens in the encoder
to the corresponding English word. In this regard, we
blend Vision transformer[2] with the original transformer
architecture[ | 1]. As depicted in the Fig. 3, we partition the
glyph image into 16x16 patches (resulting in 64 tokens per
image), while each word is segmented into single charac-
ters with a maximum length of 16. for training, we compute
cross entropy loss(or noise contrative estimation) between
output of the decoder and ground truth word label. After
training of this model, we can utilize the encoder output of
last layer as embedding for integration into the latent diffu-
sion Unet. Unfortunately, due to time constraints, we were
unable to complete the training of this model. Fig. 3 shows
overall structure of our glyph-word model. We will use the
encoder output as the glyph embedding and the input em-
bedding to the last layer of the decoder as the word embed-
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Figure 4. Examples of blurry and entangled outputs from the
prompt ‘two dogs’ and an image prompt 4a. Style transfer was
applied with intensities of 0.4 and 0.7, respectively.

ding. These embeddings will be used in the latent Unet de-
pending on whether the goal is to retain or replace the word.
Moreover, this transformer encoder model can be applied to
various other areas such as text recognition and scene word
classification.

4. Experiments

We have connected three components—Text Stroke Seg-
mentation, Scene Text Rendering, and Style Transfer—to
create an initial implementation, hereinafter referred to as
our baseline. Our baseline pipeline exhibited two significant
issues in the style transfer outputs. First, the results were no-
tably blurry, even making the scene text unrecognizable or
disappearing. Second, objects were sometimes entangled in
image, resembling Siamese Twins, even worse scene text
part became overlapped to the other objects a lot(Fig. 4).
To address these challenges, we extracted attention weight
heatmaps to analyze the mechanisms of style transfer within
a U-Net based diffusion model. Subsequently, by leveraging
the Cross Attention Mask and the features of U-Net blocks,
we successfully achieved objectives such as Scene Text Re-
moval, Scene Text Editing, and Scene Text Rendering inte-
grated with style transfer.

4.1. Visualization of Attention Maps

According to [8], the U-Net of the Latent Diffusion Model
includes two attention processors per down block, one per
mid block, and three per up block. In individual U-Net at-
tention processor, each text embedding and image embed-
ding perform cross-attention with hidden state separately.
We visualized the original cross attention maps and de-
coupled cross attention(mentioned in section 2.3) maps,
which are related with style injection, layer-by-layer in the
our baselines U-Net architecture. Initially, the cross atten-
tion map for Down Block 0 is depicted in Fig. 5. This is
a plot of attention weights corresponding to text queries,
rendered as a heatmap on the output image. From the visu-
alization, it is evident that this block attends evenly across
detailed regions of the entire image. Additionally, to under-
stand the role of each block at a glance, Fig. 6 visualizes the
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Figure 6. Attention weights by “rabbits” prompt in our baseline’s
U-Net blocks (Do Attng means that Down block 0 and internal
attention 0. U1 Attno means that Up block 1 and internal attention
0)

cross attention map in response to the text query “rabbits”.

When analyzing these visualization results, it is evident
that blocks near the Mid block with lower dimensions fo-
cus on coarser features, whereas blocks with higher dimen-
sions target the finer details throughout the image. This ob-
servation aligns with findings from StyleGAN [5], which
demonstrate that injecting the style feature W into lower-
resolution layers induces broad style changes, whereas its
introduction into higher-resolution layers affects more de-
tailed style transformations. Furthermore, a visualization of
the heatmap for the attention weights of the 16 Style Trans-
fer tokens (Fig. 7) demonstrates that each token precisely
targets specific features within the 2D space, maintaining
the observed pattern of focusing on coarser or more detailed
characteristics depending on the depth of the layer, similar
to what is depicted in Fig. 6.

Additionally, our baseline has identified U-Net blocks,
specifically Fig. 6¢c and Fig. 6k, that intensively attend to
scene text. Therefore, as will be explained in subsequent
chapters, this observation has inspired the idea to separate
regions generating objects and those generating scene text
using a cross attention mask, and to carefully select the lay-
ers for performing style transfer.
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Figure 7. Attention weights of the first IP-Adapter token in U-Net
blocks (Do Attng means that Down block 0 and internal attention
0. Uy Attno means that Up block 1 and internal attention 0)

4.2. Fine-grained Style Injection

By analyzing the visualization results of the cross attention
maps in Style Transfer (Fig. 8), we determined that the ini-
tial entanglement occurs when objects and scene text from
the prompts or images are attended to simultaneously. Con-
sequently, we introduced a cross attention mask that dis-
tinguishes between the Scene Text and Background areas,
allowing Scene Text to reference only other Scene Text,
and the Background to refer solely to other background el-
ements. This approach enabled the application of a segre-
gated cross attention mechanism. Based on the experimen-
tal results discussed later, we applied different style injec-
tion philosophies tailored to the distinct style characteristics
of the Background and Scene Text.

Fig. 8 showcases our experiments to identify target
blocks for style transfer within our implemented baseline’s
U-Net structure. We analyzed the outputs resulting from
style injection at specific blocks. From these analyses, we
discovered that Down block 2’s Attention O successfully in-
jects the overall style from the image prompt. Additionally,
we found that Up block 2’s Attention 0 and Attention 1 most
accurately render Scene Text. Additionally, through experi-
mentation, we were able to identify blocks solely dedicated
to style injection within the U-Net architecture of the Stable
Diffusion 1.5 model.

After conducting numerous experiments and considering
the trade-offs between spatial and style characteristics, we
developed a heuristic to refine our style injection process.
Style injections for Background areas are executed across
U-Net’s down blocks, the Mid block, and the lower layers of
the up blocks. In contrast, injections specific to Scene Text
are precisely performed in Up blocks 2 and 3. This targeted
approach has notably enhanced our baseline model. This
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process can be described as thoroughly mixing the features
of the text prompt with those of the image prompt. Then,
in the Up block, the drawing is guided by the text prompt.
Additionally, when drawing text areas, the information from
the image prompt is utilized to more accurately render the
scene text.

4.3. Comparison Results

We have tackled a novel task that had not been attempted
before. Our final pipeline is capable of performing Scene
Text Rendering, Editing, and Maintaining while also ex-
ecuting style transfer. Our final implementation utilizes a
variant of SD 1.5, the TextDiffuser; therefore, we have also
included the SD 1.5 and SD 1.5 + Style Transfer pipelines
in our experiments. Additionally, to evaluate the Scene Text
Rendering capabilities, we tested the outputs of a Backbone
model (TextDiffuser) without style transfer. For Scene Text
Segmentation, we utilized our own custom-developed Mask
Editing Module. The results of the comparative experiment
can be seen in Fig. 9. The issue of style entanglement in
the initial implementation has been significantly improved
thanks to modifications in the style injection strategy men-
tioned at Section 4.2.

In the case of SD 1.5, style injection was implemented
without any awareness of Scene Text, leading to the gen-

eration of unreadable characters or omissions. We selected
Glyph-Control[13] for comparison because its methodol-
ogy most closely aligns with our problem definition. How-
ever, it has a significant limitation: the text prompt must in-
clude specific information about the Scene Text. However,
our method manages to maintain Scene Text quite effec-
tively even without this information in the text prompt, and
it is also capable of accurately correcting Scene Text errors
that the original Text-Diffuser produced.

4.4. Ablation Study

In this section, we will compare our implemented baseline

with two improved style injection strategies. Each improve-
ment method includes (1) Using a cross attention mask to
separate the scene text area from the background, and (2)
Selective style injection strategy that is applied in specific
blocks of the U-Net.

To examine the effects of the cross attention mask, con-
sider the following: Fig. 10 shows an example where only
the cross attention mask from (1) is varied while applying
the selective style injection strategy from (2). In Fig. 10a,
the styles of the scene text do not align well, with a mix
of white, yellow, and purple colors, and entanglement is
observed in areas like the cat’s eyes and tail. However, in
Fig. 10b, there is less entanglement in the cat, and the styles
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among the scene text are well-aligned. This indicates that
the strategy of allowing the scene text area to only attend
to scene text is effective in resolving issues of entanglement
and enhancing scene text alignment. To examine the effects
of selective style injection, we analyzed Fig. 10c and 10b.
When the scale values are not adjusted for the target region
(either background or scene text), as shown in Fig. 10c, the
results are blurry and heavily entangled. Our region-wise
selective style injection strategy proved effective in achiev-
ing disentanglement and enhancing the quality of genera-
tion.

We performed an evaluation using the TMDB Evalua-
tion 500 dataset from the TextDiffuser project. This dataset
comprised prompts and images, and we modified part of the

SD15 + Style

Text Diffuser

-

] LVU Praject ;y.

‘ ‘ Method FID  CLIP

LEV |

Ours (w/o style transfer) 4158 054 6.76
Ours (w/ style transfer 1) 389.6 054 6.97
Ours (w/ style transfer 2) 385.67 0.54  7.47

Table 1. The first row represents our baseline method without style
transfer. The second employs style transfer with a naive style injec-
tion strategy. The third incorporates our final style injection strat-
egy and cross attention mask.

scene text in the input images to "MLV U Project’, which we
then utilized as a scene text mask. We compared the gener-
ated outputs with the target images from the TMDB evalu-
ation dataset.

We utilized the Inception Network to calculate the dis-
tance between the input and output images, both of which
had their scene text areas masked. To assess whether the
output naturally displays the semantics of the input text, we
used CLIP, based on ViT-Base. Finally, we employed the
LEV Distance, as measured by EasyOCR, to verify if the
scene text content was accurately displayed on the output
image.

When applying style transfer with fine-grained mask and
selective style injection strategy, our method shows im-
proved performance in maintaining content from the input
image. However, when measuring LEV Distance, our final



method (third row in Tab. 1) renders the scene text "'MLVU
Project’ from the input prompt less clearly in the image.
This can be considered a limitation of our methodology,
which requires manual adjustment of style transfer inten-
sity. If the scale is appropriately adjusted manually, it can
lead to superior scene text performance compared to the
initial implementation. However, in the evaluation experi-
ments, this scale was fixed, resulting in these specific out-
comes.

Lastly, the CLIP scores for these three conditions are
similar. This outcome can be attributed to the experimen-
tal setup, in which the text prompt serves as a description
of the target image, thus ensuring well-aligned conditions.
Although there is no clear benchmark for measuring style
transfer, we conducted the experiments using the methods
available to us.

5. Conclusion
5.1. Limitations of our works

Our final model implementation has a limitation in that it
requires manual readjustment of scale values for each text
and image prompt. This is due to the disparity between the
semantics of the text prompts and the image prompts, and
the varying semantic expectations for each combination of
inputs. This approach might be a significant disadvantage
in areas like video style transfer. Therefore, designing an
auxiliary network to bridge this semantic gap could enable
the development of a data-driven method that mitigates this
limitation.

The second limitation of our model is its inability to
maintain and modify small-sized text. Consequently, the
model is not suitable for text-heavy images such as book
pages or posters. This issue arises because our diffusion
model cannot accurately recognize small-sized text stroke
segmentation input. There are several reasons for this prob-
lem. In our opinion, the most significant reasons are, first,
the dataset (Matio-10M) used to train the text diffuser
model does not include small-sized text, and second, the
model cannot explicitly separate the scene parts from the
text parts.

The last limitation of our model is that it relies on pre-
processed text stroke segmentation input, which prevents
it from being an end-to-end trainable method. Eliminating
text stroke segmentation as an input could lead to faster in-
ference speeds and a more interoperable model structure. To
solve these problems, we proposed the model in Sec. 3.4.
we will discuss how can the model expected to solve fol-
lowing problems below future work session.

5.2. Future Works

This section explains how we expect to address the limi-
tations with the model proposed in 3.4. The first problem
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is the inability to recognize small-sized text. A straightfor-
ward solution is to create a dataset with many small text-
sized scene texts and train the text-diffusion model on it.
Although this approach might lead to better performance,
the model won’t explicitly learn the graphical meaning of
the text, reducing interpretability. However, if we can train
a meaningful embedding space between glyph images and
text words, we can explicitly inject these embeddings into
the latent Unet, similar to the IP-Adapter method. Thus,
this end-to-end text editing model has three different types
of embeddings. Each embedding performs cross-attention
with the latent hidden state and delivers conditional infor-
mation to diffusion model.

Incorporating three distinct pieces of information with-
out entanglement presents a significant challenge. To ad-
dress this, we propose a preliminary solution. Initially, a
pre-trained OCR encoder is employed to detect text within
the image. For text requiring replacement, embeddings are
generated using a text encoder. Conversely, for text that
needs to be retained, a glyph-image encoder is utilized to
produce the corresponding embeddings. Following the 1P-
Adapter methodology, we introduce trainable linear pro-
jection layers that map each embedding to a latent space.
Cross-attention is then performed within the latent diffu-
sion U-Net block, incorporating text region masks for tar-
geted image editing. Fig. 11 illustrates the overall architec-
ture of our model. By conveying word-level graphical in-
formation, we anticipate enhanced recognition and editing
capabilities for small-sized text. Furthermore, by eliminat-
ing the text stroke segmentation network, we will enable
end-to-end training.
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