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Figure 1. Semantic segmentation of 4D point clouds. Red points indicate points segmented as hands.

Abstract

This paper presents a novel framework for the semantic
segmentation of hand-object interactions in real-world 3D
scenes using 4D point cloud videos. The framework lever-
ages 4D point clouds, which consist of a 3D point cloud
of the environment and temporal streams of point clouds
representing dynamic hand and object movements. Our ap-
proach addresses the computational challenges associated
with processing these complex datasets by introducing a
data optimization pipeline. This pipeline aims to effectively
reduce the computational costs while maintaining accu-
racy. Additionally, we introduce active learning and con-
trastive learning based approaches on top to achieve accu-
rate segmentation with higher data efficiency. We evaluate
our framework on a challenging dataset, and further plan to
validate the effectiveness of our framework via extensive ex-
periments and comparisons with baselines. We believe this
work provides new insights into leveraging temporal infor-
mation to improve 3D semantic segmentation and facilitates
many applications such as robotic manipulation and aug-
mented reality.

1. Introduction

Point clouds are a fundamental and increasingly preva-
lent type of 3D data, which can be easily obtained using
RGB-D sensors. They are valuable source of visual infor-
mation as the data include details on spatial and temporal
information about the environment, making them a critical
resource for analyzing complex phenomena such as hand-
object interactions. Furthermore, point cloud videos allow
for more flexible action recognition in environments with
poor visibility and provide more precise geometry dynamics
than conventional videos. Therefore, comprehending point
cloud videos is crucial for intelligent systems to interact
with the world effectively.

Despite the prevalence and importance of 4D point
clouds, efficiently leveraging them poses a major challenge
due to their computational cost. This trait makes semantic
segmentation task particularly challenging, as the complex-
ity and dimension of 4D data can quickly lead to memory
and computation explosions.

Furthermore, these challenges are magnified especially
for high complexity datasets such as those involving so-
phisticated hand-object interactions. These datasets contain
a large number of labels for segmentation and require de-



tailed 3D information due to the spatial complexity and
diversity arising from hand-object interactions. However,
modeling the underlying spatio-temporal structure in point
cloud videos is extremely challenging due to the irregular
and unordered coordinate sets, inconsistent emergence of
points across different sets/frames, camera motion, scene
changes, occlusion changes, and sampling patterns. These
factors cause points between different frames to be unstruc-
tured and inconsistent, thus impeding effective integration
into the spatio-temporal structure.

To address these challenges, this paper introduces a
novel framework for the semantic segmentation of hand-
object interaction in 4D point clouds. We suggest a data-
efficient pipeline and learning method that focuses on ac-
curacy while drastically reducing the necessary data vol-
ume. Our approach builds upon the concept of processing
efficiency and employs a data optimization pipeline that
substantially diminishes the associated computational costs.
Furthermore, our framework aims to learn from point cloud
datasets in a more data-efficient manner by additionally in-
tegrating active learning and contrastive learning strategies.

Our framework contributes to not only the accuracy
of 4D point clouds, we focus on computational efficiency
of point cloud segmentation by employing data optimiza-
tion pipelines and active learning, self-supervised learning
methods. Through comparison with baselines, we demon-
strate the efficiency of our method. To summarize, our con-
tributions are as follows:

* We introduce a data optimization pipeline that effec-
tively reduces computational costs while maintaining
accuracy. To the best of our knowledge, we are the first
to apply data optimization prior to point cloud video
modeling.

* Active-Contrastive Hybrid learning architecture is ap-
plied to achieve data-efficient learning, while improv-
ing the feature representation by contrasting the point
features.

2. Related Work

Hand-Object Interaction Understanding the spatial re-
lationship of hand object interactions in 3D has been a
widely researched topic in the computer vision commu-
nity. Previous approaches focus on reconstructing accurate
3D structure of hand and objects from single RGB im-
age [3, 14, 38]. Apart from reconstruction, other methods
focus on [27, 35] synthesizing natural hand motions such
as grasping with a given 3D object. More recent approaches
extends this to full body motion [26] However, most of these
methods solely focus on the interaction with a single target
object, without putting the 3D background scene under con-
sideration.

Understanding Pointclouds Advances in deep learning
allowed to understand 3D point clouds in various ways, in-
cluding segmentation [16,22,23,34], reconstruction [4], and
object detection [2]. As these approaches mainly focus on
understanding static point clouds, the temporal information
is not considered. More recent approaches target 4D point
cloud videos, which include not only static 3D information
but also the dynamics of objects. As the temporal informa-
tion has to be considered, computing 4D point cloud videos
is computationally challenging compared to static 3D point
clouds. There are two major categories that tackle with point
cloud video processing. Some approaches apply voxeliza-
tion to point clouds [21,32]. Directly performing convolu-
tions on the entire 4D point cloud space along the tempo-
ral dimension can be computationally inefficient due to the
sparsity of points. While voxelization is one approach to
mitigate this issue, it requires additional computation [32]
and may not be suitable for applications that require real-
time processing. In this work, we focus on directly model-
ing the point cloud without voxelization, in order to avoid
the computational overhead associated with this method.

Second category directly applies the model to raw
points. For instance, PointRNNs proposed by Fan and
Yangs [7] use a recurrent neural network architecture to
predict the movement of point clouds. MeteorNet [ 8]ex-
tends PointNet++ with a temporal dimension and utilizes
point tracking-based chained-flow grouping for merging
points. PSTNet [9] constructs a spatio-temporal hierar-
chy to avoid the need for point tracking. More recently,
P4Transformer [8] and PPTr [33] have been proposed
to capture spatio-temporal correlations across entire point
cloud videos without relying on point tracking.

Self-Supervised Learning on Pointclouds Numerous
methodologies have been investigated for conducting self-
supervised representation learning on point clouds. Early
research focused on generative modeling, employing gener-
ative adversarial networks [, 1 1] and auto-encoders [5, 12,

] with diverse architectural designs to reconstruct input
point clouds. More recent techniques [24,25,29, 37] intro-
duce pretext self-supervision tasks, aiming to acquire rich
semantic point attributes that ultimately lead to discrimina-
tive knowledge at higher levels of abstraction.

However, in this study, we adopt contrastive learning
[10] as a means to learn an invariant mapping in the feature
space. The efficacy of contrastive learning has been demon-
strated in the domain of representation learning for a broad
range of computer vision tasks, spanning from unsupervised
to supervised contexts. Significantly, recent research has in-
corporated contrastive learning into the realm of 3D point
cloud processing [ 13,20, 36] to facilitate unsupervised rep-
resentation learning as well as 2D segmentation [30,31].

Notably, PointContrast [36] implements point-level in-
variant mapping on two transformed views of a given point



cloud. In a similar vein, Liu et al. [17] examine point-
level invariant mapping by introducing a point discrimi-
nation loss, which enforces feature consistency for points
on the shape surface while maintaining inconsistency with
randomly sampled noisy points. P4Contrast [20] presents
a more adaptable contrasting strategy that fosters multi-
modal fusion between geometric and RGB data. Further-
more, to improve segmentation quality on boundary areas,
recent work [28] utilizes the contrastive boundary learn-
ing framework to address unsatisfactory performance on
boundaries.

3. Our Method
3.1. System Overview

The goal of our paper is to determine semantic labels for
each point in 4D point clouds, which is a temporal stream of
point clouds {x;}!<*T where z € R? and ¢ indicates time
frame. For each pint x;, semantic label y; where y € R is
computed. Therefore, the output would be {y; }*<*T where
y € R.

3.2. Data Preprocessing

Dataset Pipeline Optimization The current dataset
loader for a set of HDFS files has been found to have some
performance issues, specifically related to the large mem-
ory consumption during the initial data load process. HDF5
files themselves are large in size, as they contain metadata in
addition to the actual data. Existing data loader loads the en-
tire metadata and data of an HDFS file into memory, storing
each data key in a NumPy array. For example, loading a sin-
gle training dataset file required allocating 92GB of mem-
ory just to store the metadata and NumPy arrays. This can
be a bottleneck for systems with limited memory resources.
In contrast, the memory usage during the training step itself
is much lower, which indicates that the current data pipeline
needs to be more optimized for efficient data loading.

In order to solve memory overhead, we tried to build
a data pipeline by loading data files converted into a
lightweight form instead of directly loading the existing
large amount of data. However, if the array data contained
in the original HDFS5 train file was stored directly in binary
form, the original data type and its contents were not pre-
served intact. Considering this, our data pipeline was built
with the following procedure : (a) Load the data in h5 file
and convert it to NumPy array, while maintaining its data
type (b) Save the dataset to a binary file (either npy or dat
format) (c) Load the binary file using np.memmap.

Data Augmentation and Normalization Data augmen-
tation is performed to increase the robustness of our model
to variations. Specifically, we augment the point cloud data
by adding noise to point positions, simulating real-world
conditions where data often contains errors. In addition to

augmentation, we also perform data normalization by nor-
malizing the position value of each point with respect to the
center coordinate of the point cloud.

3.3. P4Transformer Baseline

In this paper we utiliize P4Transformer [8] as a back-
bone for our system architecture. P4Transformer [8] intro-
duced a point spatial-temporal 4D convolution, followed by
a transformer to capture global appearance and motion in-
formation across the entire point cloud video.

Unlike traditional convolutional neural networks
(CNN:is) that rely on grid-like structures, the P4Transformer
operates on point cloud sequences by treating each 3D
coordinate set as an unordered set of points. A point 4D
convolution enables the model to effectively capture the
spatio-temporal local structures present in the point cloud
video. The P4Transformer leverages the self-attention
mechanism to model the interactions between individual
points in a sequence. The model can capture the contextual
dependencies and semantic relationships by attending to
different points which are necessary for accurate semantic
segmentation in 4D point cloud videos.

3.4. Active Learning for Semantic Segmentation

In our proposed method, we aim to enhance data effi-
ciency and performance of semantic segmentation for point
cloud data by incorporating an active learning strategy.
Active learning is a method where the the most informa-
tive data is automatically selected among the data samples
from which it learns. By identifying and prioritizing the
most informative data points, it is possible for the model to
maximize its learning potential per training epoch, thereby
achieving a higher degree of data efficiency.

Among various active learning approaches, we utilize
margin sampling to obtain the most “informative” data from
the training dataset. Margin sampling operates by selecting
samples based on the smallest probability difference be-
tween the first and second most probable semantic labels.
As smaller probability difference indicates the data point
where the model is most uncertain of its predictions, they
are consequently assumed to be more informative for the
learning process.

For each batch within the training dataset, the net-
work generates probabilities for the semantic labels asso-
ciated with the segmentation task. From these initial output
probabilities, margin sampling is employed to identify the
most informative instances. In particular, we focus on 2000
points with the highest margin out of the 8192 points per
frame. Subsequently, the model is retrained on this selec-
tively sampled data within the training loop. When P(y|z)
denotes the probability of a semantic label y with point z,
and y; and y, are the two labels with highest probability,
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Figure 2. System overview of the P4Transformer baseline with active learning and contrastive learning combined.
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Figure 3. Illustration of point cloud video modeling by our Point
4D Transformer (P4Transformer) network. Color encodes depth.

the margin can be calculated as:

M(z) = P(yi|x) — P(y2|x) (D

By adopting this active learning approach in our seman-
tic segmentation model, we aim to design a comprehen-
sive and academically rigorous method that offers several
key advantages. First and foremost, the method facilitates
data-efficient learning by enabling the model to focus on
the most informative samples. This, in turn, accelerates the
model’s learning curve and potentially reduces the overall
training time. Additionally, the active learning strategy aids
in improving the model’s generalization capacity, as it is ex-
posed to a diverse range of informative instances that span
the problem space.

3.5. Contrastive Learning

As seen in fig 2, the P4Transformer backbone encodes
raw points in point cloud sequences into feature embed-
dings. To efficiently utilize the given data, we exploit the

inherent structure of these feature embeddings to learn use-
ful representations. The primary objective of our method is
to enhance the representation of point clouds in the train-
ing process by leveraging the power of contrastive learning
on feature embeddings. Our approach involves a contrastive
loss function. The contrastive loss function is designed to
improve the discriminative power of the learned feature em-
beddings. By pulling together embeddings of points belong-
ing to the same semantic class, the model learns to capture
the defining characteristics of each class and differentiate
them from other classes. Conversely, by pushing apart em-
beddings of points from different classes, the model learns
to identify and highlight their differences. This approach
promotes the formation of semantically meaningful clus-
ters in the embedding space, which can be used to improve
downstream tasks, such as object detection or segmentation.
Let z denote the feature embeddings of point = and y denote
the labels.

The pairwise distances between the feature vectors are
computed as:

2

D;; is the pairwise distance between feature embeddings z;
and z;. The distance should be minimized when the fea-
ture embeddings share same labels, and should be maxi-
mized when the labels are different. Then a label matrix L
is formed as:

Dij = ||lz: — 2[5

1 ify =y
Li; = )
0 otherwise

where L;; is 1 if semantic label y; and y; are identical, and 0
otherwise. The contrastive loss Loss for each pair of points
is then calculated as:

3)

LOSSij = Lij . DZQJ + (1 — Ll‘j) . max(07m — Dij)Q @



where m indicates the margin of distance. The total con-
trastive loss is the mean over all the calculated losses:

| NN
Loss = Nz Z Z Loss;; ®))

i=1 j=1

Here, N is the total number of data points in the batch.

4. Experiments

In this section, we first introduce implementation details
and datasets used in this paper.

4.1. Evaluation Metrics and Datasets

Dataset We use HOI4D [19] dataset for training. HOI4D
dataset is a large-scale 4D egocentric dataset with rich anno-
tations for category-level human-object interaction, which
includes 2.4M RGB-D egocentric video frames over 4000
sequences collected by 9 participants interacting with 800
different object instances from 16 categories over 610 dif-
ferent indoor rooms.

Each 4D visual sequence is densely annotated with
frame-wise panoptic segmentation, motion segmentation,
3D hand pose, rigid and articulated object pose, and action
segmentation. These annotations provide ground truth in-
formation for evaluating the performance of our semantic
segmentation model. The dataset delivers high levels of de-
tail for human-object interaction at the category level.

Using 4D point cloud visualizer, we acknowledged that
the quality of ground truth annotations was limited. How-
ever, we still decided to proceed with this dataset as it is
one of the only datasets that provides both 4D point clouds
and hand-object interaction.

Metrics For quantitative performance evaluation, we
use mean intersection-over-union(mloU) [6], which has be-
come the de facto standard for measuring the quality of
instance-level segmentation results. The metric is leveraged
over all classes, given by :

< TP.

1
C ; TP.+ FP.+ FN,

(6)

, where TP, F'P,, and F'N, represent true positive, false
positive, and false negative predictions for class ¢, and C
implies the number of classes.

4.2. Implementation Details

Setup Utilizing temporal data can enhance the compre-
hension of dynamic objects within a scene, leading to im-
proved segmentation accuracy and resilience against noise.
Due to constraints in memory, current approaches can only
handle point cloud videos up to three frames. Note that,
while it is possible to achieve 4D semantic segmentation

from a single frame, incorporating temporal correlation can
provide a more nuanced understanding of scene structure,
leading to improved segmentation accuracy and noise re-
silience. By considering the temporal aspects of a scene, a
more comprehensive understanding of its underlying orga-
nization can be obtained, resulting in superior segmentation
outcomes. Initially, our experiments adhered to the method-
ologies employed by previous studies.

Baseline Comparison In order to establish a solid base-
line for our proposed approach, we conducted a thorough
comparison with several prior works on 4D segmenta-
tion, including P4Transformer, PSTNet, and PPTr. These
works have demonstrated impressive results on the HOI4D
dataset, which is widely used in 4D segmentation research.
However, due to variations in training and testing setups, the
reported performance numbers for each of these works may
differ. To address this issue, we trained both P4Transformer
and PPTr models on the HOI4D dataset using the stan-
dard settings described in their respective papers for 50
epochs. Our comparison revealed that P4Transformer out-
performed PSTNet, achieving an mIOU of 61.97, which
was nearly 10 points higher than that of PSTNet as shown
in Table 1. Although PPTr exhibited better performance
than P4Transformer, its GPU memory consumption dur-
ing training was significantly higher. Specifically, with a
batch size of 8, P4Transformer requires 15,000 GPU mem-
ory, whereas PPTr requires 40,000 GPU memory. In light
of our goal to achieve data-efficient training, we selected
P4Transformer as our baseline and further developed three
unique modules to address its current limitations. Our re-
sults indicate that the proposed approach, which builds upon
the PATransformer model, outperforms the baseline model
while maintaining a reasonable GPU memory consumption.
Overall, our comparison with prior works on 4D segmenta-
tion highlights the importance of carefully evaluating and
selecting a suitable baseline model. While PPTr exhibited
better performance than P4Transformer, its high GPU mem-
ory consumption may not be practical in certain scenarios.
Therefore, we believe that our choice of P4Transformer as
the baseline model was a reasonable decision, given our fo-
cus on data-efficient training.

Training Details Our model aims to learn from point
cloud datasets in a more data-efficient manner by incorpo-
rating three proposed modules, namely margin sampling,
centering, and contrastive learning, into the backbone ar-
chitecture of P4Transformer. In the preceding section, we
contrasted the efficacy of the baseline P4Transformer and
comparative group models by training them over a span of
50 epochs. However, given the constraints of time and re-
sources, coupled with the voluminous nature of the dataset,
we opted to revise our original training plan by reducing
the number of epochs to 20. In order to achieve a judicious
balance between realizing meaningful results and optimally



Method \ Frames \ Table Ground Metope Locker Pliers Laptop Safe Deposit Pillow Hand/Arm ‘ mloU
PSTNet 3 57.45 63.38 83.80 44.69 13.71 35.03 51.55 76.30 40.39 51.81
PATransformer 3 63.58  66.60  87.17 5839 3229  72.03 65.87 57.41 54.36 61.97
PPTr 3 66.78 72.76 88.21 60.83 41.22 72.04 73.10 80.64 61.27 68.54
Table 1. Baseline Evaluation Comparison for semantic segmentation on HOI4D Dataset
Method | Input | Frames | mloU comparison models were trained for 50 epochs. Although
PSTNet point 3 32 our model was trained with much less epoches, our model
P4Baseline | point 3 31.2 showed on-par performance compared to baseline models.
PAMNC point 3 26.1 This demonstrates that our model is more data-efficient
(a) Quantitative comparision with SOTA methods. compared to baselines. For instance, the P4Transformer
achieved an mIOU of 61.97 when trained for 50 epochs,
Method | Input | Frames | mIoU whereas it only attained 31.2 under 20 epochs. Conse-
P4M | point 3 23.5 quently, it is challenging to draw meaningful conclusions
P4AN point 3 212 and make a fair comparison under such disparate training
P4C point 3 25.9 settings. We believe that if we had sufficient time and mem-
PAMNC | point 3 26.1 ory resources, the results would likely differ significantly.

(b) Ablation on various training options.

Table 2. Comparison of mloU(%) and ablation for semantic
segmentation on HOI4D Dataset. We report performance on
mloU of 20 epoch-trained Baseline models and proposed model
options. We use "M” to denote margin sampling, "N to denote
representation learning by centering, ”C” to denote Contrastive
Learning method, and "MNC” to denote method where all three
options mentioned above are used.

managing available resources, we arrived at the decision to
utilize train 1, 2, and 4 from the HOI4D dataset for training
purposes, while reserving train 3 for testing. To ensure fair-
ness and a unified evaluation test-bed, we retrained state-
of-the-art (SOTA) models using the prescribed settings as
reported in their respective papers, but tailored to our target
dataset. The retraining process was carried out under identi-
cal conditions, utilizing the same GPU and a batch size of 8,
ensuring a rigorous and equitable comparison between the
SOTA models and our proposed approach.

4.3. Comparison with the State-of-the-Art Methods

To inspect the generalizability of our proposed methods,
we evaluate our model on a large dataset and compare the
results with recent approaches for semantic segmentation of
4D point clouds, which includes: P4Transformer and PPTr.
From train3 of the HOI4D dataset, we randomly selected
200 data points for evaluation.

mIOU We observed that our model (P4AMNC) achieved
an mIOU of 26.1, which is 5.1 lower than the mIOU of
our baseline model. It is important to note that the compar-
ison with PSTNet and P4Baseline in Table 2 is not aligned
with the results in Table 1. The discrepancy arises from the
fact that our model was trained for 20 epochs, while the

4.4. Ablation study

In this section, we conduct ablation studies using the
P4Transformer as the baseline to further investigate individ-
ual contributions of our proposed modules. The training set-
tings remain consistent with Section 4.2, and we present the
corresponding test results. Since we discussed that it is hard
to make comparison with baseline model under 20 epochs,
we primarily focus on the results of each modules individu-
ally applied, P4AM, P4N, P4C and our model, PAMNC pre-
sented in Table 2.

Effect of Margin sampling As the core operation of our
proposed model, implementation of active learning for se-
mantic segmentation with margin sampling can enhance the
sampling of the most informative data from training dataset.
To verify its effectiveness, we introduce the margin sam-
pling module to the baseline model, P4Transformer, and
evaluted its impact on performance. The inclusion of margin
sampling resulted in noticeable improvement, mIOu reach-
ing 23.5. This demonstrates that the margin sampling mod-
ule effectively enhances the model’s ability to gain more
informative data on where the models is most uncertain of
its prediction.

Effect of Centering Inclusion of clustering-based ap-
proach enabled our model to capture fine-grained spatial
details. mIOU reached 21.2 followed by the introduction
of centering to baseline highlights the effectiveness of this
module, indicating that the centering plays a vital role in our
architecture.

Effect of Contrastive learning As the raw points are
encoded into feature embeddings in the point cloud se-
quence, defining a contrastive loss function on them can im-
prove the overall performance of the model. To confirm this,
we incorporated contrastive loss function into the baseline,



and this led to huge improvement in mIOU each reaching
25.9. This shows that the module enable the model to learn
discriminative representations and better differentiates be-
tween classes.

Overall, these ablation studies highlight the importance
of the margin sampling, centering, and contrastive learn-
ing modules in our proposed approach, as they significantly
contribute to the model’s performance. While our model
with all three modules achieves the highest performance
with an mIOU of 26.1, the inclusion of a single module
alone does not reach this level of performance. This indi-
cates that the combinations of all these modules are required
to fully exploit their synergistic effects and achieve the best
segmentation results.

5. Discussions
5.1. Limitations

As mentioned in Section 4.2, it was highlighted that due
to time and memory constraints, the model was only trained
for 20 epochs instead of the initially planned 50 epochs.
This abbreviated training duration may have limited the
model’s ability to converge and reach its optimal perfor-
mance. As such, the results obtained may not fully reflect
the model’s true potential. Additionally, the reduced train-
ing time may have affected the model’s capacity to capture
more intricate patterns and nuances in the 4D point cloud
data. Future studies could consider training the model for
longer durations to evaluate its performance more compre-
hensively.

Furthermore, the ablation study conducted in this pa-
per primarily focused on evaluating the individual impact
of each proposed module when added individually to the
baseline model. However, different combinations of these
modules were not extensively explored, and it is possible
that certain combinations of modules could have resulted
in even greater performance improvements. Therefore, the
overall impact and synergy of different module combina-
tions remain unexplored in this paper. Future studies could
focus on evaluating the effects of various module combina-
tions to identify the optimal configuration for improving the
model’s performance.

5.2. Future Ideas

Applying Contrastive Boundary Learning One sug-
gested idea for further improvement is to explore the use
of multi-scale contrastive boundary learning framework for
spectral clustering that aims to improve the alignment of
model predictions with ground truth data’s boundaries. The
contrastive boundary learning approach mainly focuses on
boundary points only and aims to learn representations that
are more similar to their neighbor points from the same cat-
egory and more distinguished from neighbor points from

different categories. Furthermore, it is anticipated that the
current subscene boundary mining approach can be adapted
to apply the boundary loss to the reduced feature space ob-
tained from multiple transformer blocks.

By solely focusing on the boundary points, the proposed
contrastive learning framework offers a more efficient and
effective way to improve the model’s ability to capture the
contours of the data. By exploiting the inherent constraints
of the boundary points, the model can learn more informa-
tive representations that are better aligned with the underly-
ing structure of the data.

The application of contrastive boundary loss and sub-
scene boundary mining to 4D point cloud data represents a
novel and unexplored research direction. However, the inte-
gration of sub-sampled boundary mining in 4D point clouds
poses a significant challenge due to the abundance of infor-
mation to process in the time dimension. Addressing this
challenge requires developing innovative techniques that
can efficiently handle the increased complexity and infor-
mation volume of 4D point cloud data, thus paving the way
for more effective and comprehensive learning of the data’s
contours.
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