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Abstract

This paper deals with the Wikipedia-Image/Caption
Matching task [1] introduced in the Kaggle competition
site. Most of the images in Wikipedia, the world’s largest
online encyclopedia, do not have adequate captions or alt
texts to describe the images or show a lack of sufficient
understanding on them. The task covered in this paper is
meant for a learning process based on millions of data (im-
ages and information of them). The task to be finally evalu-
ated is to match the text for each image when tens of thou-
sands of images and texts describing the images are given
in random order. By doing so, it becomes possible to in-
crease the understanding of the images by finding appropri-
ate information for them on Wikipedia where their expla-
nations are missing. Furthermore, it can be used for im-
age search. To do the task, this paper proposes a novel
method using Text-Image Matching. As for the text-image
matching/retrieval method, CLIP [2] is used, while various
modifications were made to match our designated task. In
conclusion, our method earned a score of 0.33685, ranking
18th out of a total of 105 teams.

1. Introduction
Vision and natural languages are two significant main ar-

eas for understanding the real world, and many studies have
tried to connect these areas [3], [4], [5]. Among the trials,
the Image-Text Matching task, which means matching suit-
able texts with certain images, is crucial in that it can di-
rectly bridge the two domains. The task can be understood
as measuring the visual-semantic similarity between natu-
ral language sentences and images. It can also be extended
to problems such as finding an appropriate text description
from an image query and vice versa.

Captions or alt texts can increase understanding of
images and show better search results. However, most of
the images on Wikipedia do not have or show a significant
lack of this sort of additional information. Against this
backdrop, the Kaggle competition was proposed.

Problem Configuration.

• Goal. Given some texts amounting to 92k images
(URLs), participants find and submit up to five texts that
are most relevant (and most relevant) for each image.

• Ranking. Before the end of the competition period, the
result from the 15% (corresponding to 92k pieces) dis-
closed to participants among all test data is only reflected
in the ranking, but the actual evaluation is executed based
on the remaining 85% (about 520k) test data which re-
mains private until the end of the competition.

• Evaluation. Evaluation is carried out using the NDCG%5
metric, which is mainly used in ranking-based recommen-
dation systems.

• Competition Period. The Wikipedia Image/Text Match-
ing competition started in mid-September 2021 and ends
in mid-December. This team will participate in the mid-
way and will participate for about 7 weeks.

In this paper, we are presenting an ensemble method for
the problem proposed by Kaggle. The candidate sentences
obtained by each method are selected in the order of simi-
larity, and the top-5 description with the highest similarity
per test image is finally selected. Our ensemble method con-
tains:

1. Text/Image matching is performed by Contrastive
Language-Image Pre-Training Model (CLIP [2]) accord-
ing to Wikipedia Image/Caption dataset.

2. CaLculate the similarity between descriptions and image
URLs.

Contributions in this study is as follows:

• For the Wikipedia Image/Caption Matching Problem pro-
posed in the Kaggle competition, Text/Image Matching
was selected. Initially, in the midterm paper, we presented
two candidate methods, Text/Image Matching and Im-
age Captioning + Text Matching. However, due to cer-
tain conditions, the team decided to implement the first
method.

• Considering the english-only context in original CLIP, we
tried to replace visual encoder of CLIP with multilingual
pretrained model (XLM-R [6]) and finetuend the model.
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• We propose an ensemble method that extracts candiates
from CLIP and URL-based approach simultaneously. The
performance of our approach is about double than using
just single method.

• In the competition that ended in mid-December, our en-
semble model got a score of 0.33685 and placed 18th out
of a total of 108 teams.

2. Related works
A few recent years have witnessed great advances in

many computer vision fields such as Cross-modal Retrieval,
Image captioning, and Vision & Multilingual modeling.

2.1. Image-Text Matching

Many existing studies have focused on learning the
image-text correspondence based upon co-occurrence. Gen-
erally, there have been two approaches. Global correspon-
dence learning method ( [7], [8]) aims to capture correspon-
dence between the entire image and text. The local corre-
spondence learning method, on the other hand, learns the
correspondence through the inspection of each local region-
text pair.

Among the local learning approaches, SCAN [5] uses
Stacked Cross Attention to learn full latent alignments us-
ing image region-word as context and infer image-text cor-
respondence from it. Despite the remarkable improvement
brought by such attention-based approaches, the neglect
of delicate details is inevitable during the process. GSMN
[9] tackles this problem with the implementation of graph
structures, minimizing the loss of information by focusing
on learning fine-grained phrase correspondence between
image-text nodes. The recently publicized model, CLIP [2]
is also a much anticipated answer to this question, and we
will discuss the model in-depth in the latter part of this pa-
per.

2.2. Data Augmentation

Data augmentation is key to designing a successful met-
ric learning model. Having selected a metric learning-based
model as our method, we needed to perform research on
data augmentation policies to maximize our model perfor-
mance. Over the years, researchers have focused on de-
veloping effective data augmentation policies that would
thrust deep learning into a variety of fields. AutoAugment
[10] used reinforcement learning to select a sequence of
augmentation processes. AutoAugment was only the first
among a series of automated augmentation models, each
significantly improving generalization in the varied dataset.
Fast AutoAugment [11] showed that an augmentation pol-
icy trained for density matching boosts generalization accu-
racy. In our task, we used RandAugment [12], a model de-
signed to deal with previous issues(increased train complex-
ity, or incapability to adjust regularization strength) trig-

gered by a separate search phase. RandAugment deals with
such issues by removing the separate search phase, and re-
placing it with an optimal, simple search space. This al-
lowed us to perform automated data augmentation at a low
cost. This may not be considered as a novelty, but still func-
tions as a trick to increase model performance.

2.3. Image Captioning

Image captioning is an active research area in vision and
language. A series of developments have been proposed
to boost image captioning by learning joint representations
between the vision and language modalities via attention
mechanism [13]. In particular, [14] exploits visual atten-
tion at object level via a bottom-up mechanism, and all
salient image regions are associated with the output words
through a top-down mechanism for image captioning. Af-
ter that, Oscar [15], the state-of-the-art image captioning
model, used the object tags detected in images as anchor
points to ease the learning of alignments between vision
and language modalities. Oscar is pre-trained on the mas-
sive corpus of text-image pairs for learning of joint repre-
sentations and fine-tuned on downstream tasks such as im-
age captioning and text-image retrieval, creating the new
standard of vision-language understanding and generation
methods. In this competition, we aborted the Image Cap-
tioning Model in favor of Image-Text Matching. Nonethe-
less, we thought image-captioning was worth mentioning.

2.4. Multilingual modeling

After the emergence of an epoch-making model Natural
Language Processing, such as Transformer [16] and BERT
[17], a lot of trials have been conducted not only to boost
their performances, but also to extend and transfer the sin-
gle language models into multi-language formats in various
ways. When it comes to TextVQA problems, a new answer-
ing model based on a multimodal transformer architecture
was proposed [18]. In order to implement multi-modality, a
machine translation-augmented framework was devised, us-
ing Masked Region-to-Token Modeling and Visual Transla-
tion Language Modeling pre-training tasks [19].

In addition, pre-trained multi-language models under the
current limitations of single modal representation are fol-
lowed by a multi-lingual and multi-modal scenario learning
universal representation [20].

2.5. Multilingual BERT(M-BERT)

After BERT(Bidirectional Encoder Representations
from Transformers) was proposed, its multi-lingual version
soon came out to share its variation across languages. It was
pre-trained with monolingual corpora in 104 languages and
showed relatively decent performances when fine-tuned for
evaluation in another language [21]. The appearance of the
so-called ’M-BERT’(Multilingual BERT) also led to em-
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pirical evaluation of its performances in many different as-
pects [22, 23].

2.6. Normalized Discounted Cumulative Gain

When submitted, our captioning prediction is evaluated
with the nDCG%5 metric. The nDCG metric is widely used
to measure the ranking quality. In other words, it computes
the accuracy of the predicted ranking.

Computing the nDCG starts by computing the DCG
scores of the ’ideal’(given) ranking and the predicted rank-
ing. A DCG(Discounted Cumulative Gain) is the sum of all
the relevance scores in a recommendation set, divided by
the log of the corresponding position.

DCG =

n∑
i=1

relevancei
log2 (i+ 1)

Where n is the number of options with above zero
ground-truth relevance. In our case, we set n as 5
(nDCG%5), as we select 5 candidate captions from the
given list.

Then we calculate nDCG score, which is the ratio of the
DCG score over the ideal ranking’s DCG score.

NDCG =
DCG
IDCG

3. Method
3.1. Wikipedia Image/Caption Dataset

Train Dataset.
The training data is provided in a tsv format, but in

slightly different ways. Each tsv file is comprised of 18
columns, containing various information including the im-
age URL, caption title and the description of the image, and
the written language type and others. The image pixels and
the ResNet embeddings are provided separately in a com-
pressed csv format(200 image pixel files/ 215 ResNet em-
bedding files). The sheer size of the data makes it expensive
to compute for this challenge. Thus, the research team has
to find a more efficient way to read and compute the data.
Total Train Data Size is 346.15GB.

Test Dataset.
The test data is also provided in both tsv and csv for-

mats. The tsv data contains the id and its corresponding
image URL. The csv data, like its train counterpart, con-
tains image pixel information and the ResNet embeddings.
Most importantly, a list of the test caption candidates are
provided, which makes this challenge more similar to a text-
image match/retrieval task. (Total Test Data Size: 3.27GB)

Data Preprocessing.

The raw train data consists of ∼ 37M rows. As depicted
above, it is composed of text(caption), and image(pixel)
subparts. However, a cross-examination showed that many
of the training data have missing values from each subpart.
Excluding such partially missing data, the train set shrinks
to the size of ∼ 27M rows. Additionally, some of the data
included damaged byte arrays, thus excluding the damaged
byte arrays. Finally, we performed a train/valid split upon
the remaining data. In the end, the training data is of the
size of ∼ 26.9M caption+image sets, and the valid data is
of the size of 134K rows.

3.2. A simple method: Levenshtein distance with
image URL

The simple baseline would be to use the image URLs.
This method does not require large computation. First, we
cleanse the URLs of test images, and only the ’meaningful’
words are left as a result. Then, we measure the similarity
between the extracted URLs and the candidate list by cal-
culating Levenshtein Distance. Finally, we selected the top
5 candidates per image, in order of similarity. Even though
URL-based assumption is simple and naive, it is still note-
worthy to refer. Thus, we will partially utilize the method in
our final model.

Also, we tried to measure the similarity with different
metadata and submit it to Kaggle. But there was no signif-
icant result, so we omit the explanation about other meta-
data.

3.3. Contrastive Learning-based Text-Image
Matching

In the simple framework for contrastive learning of
visual representations (SimCLR) [24], the purpose is to
maximize agreement between differently augmented views
stemed from the same data example in the latent space.
Two separate data augmentation operators sampled from
the same family of augmentations (t ∼ T and t′ ∼ T )
and applied to each data example to obtain two correlated
views. Thus, a minibatch of N examples is augmented to
2N data examples (x̃2k−1 = t(xk) and x̃2k = t′(xk)). Sim-
CLR treats augmented images from the same data example
as positive pairs and the other 2(N − 1) as negative exam-
ples. The loss function for contrastive learning is defined
as

L =
1

2N

N∑
k=1

[ℓ(2k − 1, 2k) + ℓ(2k, 2k − 1)]

where ℓ(i, j) (loss function for a positive pair of examples)
is defined as

ℓ(i, j) = − log
exp(sim(zi, zj)/τ)∑2N

k=1 1[k ̸=i] exp(sim(zi, zk)/τ)
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Figure 1. An overview of multilingual CLIP matching text and images. The training phase is divided into: 1. Teacher learning-based
text encoder finetuning; 2. Contrastive learning-based text encoder and image encoder finetuning.

Figure 2. A sample image of the test data.

Figure 3. A sample of the test caption candidates. The task is to
select five candidates(similar to the above image) from the caption
list.

Let sim(u, v) = u⊺v/∥u∥∥v∥ denote the dot product be-
tween ℓ2 normalized u and v, 1[k ̸=i] ∈ {0, 1} is an indi-
acator function evaluating to 1 iff k ̸= i, τ denote a tem-
perature parameter, and zi denotes the projected features of
augmented data x̃i (i.e. zi = g(f(x̃i))), where f is a data
encoder and g is a projection network.

In the CLIP [2], the contrastive learning extends to the
multimodal contexts: images and text. Rather than consid-
ering two differently augmented views, the image and cor-
responding caption are considered as positive pairs, and
the other combinations of images and captions are nega-
tive examples. To adapt original denotement of contrastive
loss function, let z2k−1 correspond with projected features
of image xi (i.e. z2k−1 = gimg(fimg(xi))) and z2k corre-
spond with projected features of corresponding caption yi
(i.e. z2k = gtext(ftext(yi))). By computing cosine similarity
between projected features of images and caption, we can
easily find the most matched caption for the image.

It is well-known that contrastive learning takes advan-
tage of the large number of batch size [24], and it ap-
proximately took 255k GPU hours to train ResNet50-based
CLIP in the original work. Obviously, finetuning the pre-
trained network is the only choice. The challenge is that
pretrained text encoder in CLIP is trained in english-only
contexts while our task is meant to match images with mul-
tilingual captions in language-imbalanced dataset. To solve
this problem, our multilingual image/text matching archi-
tecture is shown as Fig 1. Firstly, text encoder is finetuned
to minimize the loss

L =
1

N

N∑
i=1

MSE(ftext(xi), ftext(Ml(xi),t(xi)))
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Method Score Rank

Simple method: just using URL 0.18064 91
Vanilla CLIP 0.17924 93
Ensemble Method 0.33685 18

Table 1. Score Result for each method – A total of 105 teams
participated.

where Ml(xi),t denotes pretrained models that translates
language of xi to target language t, and ftext is the text en-
coder, which is inspired from knowledge distillation [25].
After finetuning text encoder in the multilingual dataset, the
image encoder and text encoder are trained simultaneously
by CLIP-based contrastive learning.

CLIP is trained on english-only context, however, this
competition consists of multilingual captions. Thus, we
tried to replace original text encoder with multilingual
text encoder. We implemented the XLM [26]/XLM-R [6]
model that achieves SOTA performance in cross-lingual un-
derstanding, which is pretrained by Translation Language
Modelling (TLM). TLM can be considered as the exten-
sion of Masked Language Modelling (MLM), which pre-
dicts masked words by referring paired but different lan-
guages.

We’ve done 2 stages of finetuning (using multimodal
contrastive learning)). We first finetuned the visual encoder
while freezing the language model. Lastly, we finetuned
both visual and language models.

Additionally, we used data augmentation so that it can
help the contrastive learning process. The RandAugment
[10] allowed automated the data augmentation task with
significantly low computational cost. We have searched
some combinations of the number of augmentation (n) and
the magnitude of augmentation (m). Although the decreases
of loss are similar, we chose n = 3 and m = 1 for our data
augmentation, which performs slightly quicker decrease in
our model.

To maximize the score, we partially used the ’url-based’
method as a trick. As one image can have up to 5 candidate
captions, we chose 3 candidate captions from our model-
based predictions and 2 from the url-based predictions.

4. Results

4.1. Final Score

Table 1 shows the experimental results evaluated by the
Kaggle estimator. The range of score is 0 to 1.

First, using the simple method and calculating the Lev-
enshtein distance with the image URLs, Kaggle estimated
the score to be about 0.18064. It would be a baseline score.

The Vanilla CLIP model gets 0.17924 point, which is

even slightly lower than the simple method. This is presum-
ably because the data domain used in pre-training and the
Wikipedia data domain is very different from the vanilla
clip model, although it is a very good model in Image-Text
representation learning.

Our method, the ensemble method, recorded 0.33685
points, earning 18th place of a total of 150 teams. As men-
tioned above in the method section, this method uses URLs
as clues. We had not expected the score to jump signifi-
cantly compared to pure CLIP-based predictions. From this,
we could assume that URLs serve as effective clues in this
task.

4.2. Qualitative Result

In Figure 4, the Image-Text Matching output of our
model is represented. Each of the 4 images is about Scot-
tish Gaelic [27], Battle of Thermopylae [28], Kykkos wa-
termill [29], and Kansai International Airport [30] in order.

1. The 1st image is about the distribution of Gaelic speakers
in Scotland, in 2011. As shown in the matching result, it
can be seen that the model captures the content which
is the proportion of certain language usage in Scotland
(scots) well.

2. The 2nd image is about the site of the Battle of Ther-
mopylae. In every five sentences selected by our model,
”Battle” or ”Thermopylae”(also, in other languages) is
appearing. Thus, it can be seen that not only did it find
the right place for the image, but it also had the ability to
process multilingual sentences.

3. The 3th image is about the Kykkos watermill. The model
found the correct answer as the first candidate. The 4th
and 5th sentences are both contain information about the
stone bridge, so it is not the correct answer. However, it
is consistent with what is shown in the image, so it can
be confirmed that the model understands the content of
the image.

4. The 4th image is about the Kansai International Airport,
so our model did not find the correct answer. However, it
is clear that the image is an airport photo, and the model
managed to find a related sentence.

4.3. Discussion

Here, we would like to explain why our model does not
perform as expected.

As is well known, most of the Wikipedia pages contain
proper nouns. However, since our general-purpose model
like CLIP does not have appropriate methods of embed-
dings or representations for these proper nouns, it was not
easy to learn enough from the given data alone. Although
the amount of training data is huge, it is difficult to learn
from the pages containing proper nouns or quite a spe-
cific range of topics unless the same entity name is exactly
present in the training data.
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Figure 4. Image-Text Matching Result over first 4 images in test data.

In addition, since the overall quality of the data was
poor as seen in many missing columns and the given period
of time to this team is too short compared to the amount
of data, we did not have enough opportunities to learn
enough. And, considering the nature of contrastive learn-
ing, restraints from the limited computation resources on
increasing the batch size has a great effect on learning and
final performance.

5. Conclusions
We have presented an ensemble method with Text-Image

Matching, contrastive learning, and calculating similarity
between metadata and a candidate list as a method to solve
the Wikipedia image/caption matching task. For Text-Image
Matching, the CLIP model is employed for the base model.
In the Wikipedia Image/Caption Matching task, we scored
18 out of 105 with a score of 0.33685. Although the score
is not very high, considering the relatively shorter participa-
tion period, it is a remarkable performance. If we had had
enough time to study longer, it would be expected that we
could get a higher score.
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