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Figure 1: Given an input image domain X , a few-shot target domain Y and good initial model parameters θ, our algorithm
learns to automatically translate an image from one into the other with only a few optimization steps (e.g. five gradient
descent steps): (top) landscape photos from Kaggle and celebrity images from Celeb-A translated to a ”Gogh” target image
domain; (center) photos translated to a ”Cezanne” target image domain; (bottom) photos translated into the style of ”Monet”.

Abstract

Although generative adversarial networks (GAN) have
gained much attention in the research community, its use
in mobile applications remain limited because training a
GAN model to learn new tasks generally requires significant
computing power and a large training dataset.

In this work, we propose Meta-GAN, an algorithm that
implements ideas from state-of-the-art meta-learning meth-
ods into the GAN training process. By utilizing meta learn-
ing, our algorithm allows a mobile version of GAN that
meta-learns from a very small number of input images to
synthesize images based on new tasks in a computationally
efficient manner. Meta-GAN has a light meta-test step,
which enables a model to learn a new task with resource-
constrained mobile devices. We empirically demonstrate
the learning performance of our algorithm on a mobile de-
vice using new datasets we built for few-shot image trans-

lation models, Meta-Landscape and Meta-Portrait, and
quantitatively show that our model is comparable with
state-of-the-art image translation models.

1. Introduction
Since its conception in 2014, Generative Adversarial

Network (GAN) [10] has gained much interest in the re-
search community for its diverse applications. Due to its
advanced image synthesis power, various GAN models are
being developed to be widely used in real life applications
such as photo blending [42], super high resolution image
production [24], style transfer [17, 6], face aging [14], or
expanding image datasets [20]. Furthermore, current re-
search has improved GAN performance through novel ar-
chitectures[18], loss functions[2], or training methods[30].
Nonetheless, to guarantee promising performance, training
a GAN model requires state-of-the-art servers having large
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computing power.
Meanwhile, applications for mobile devices, such as

smartphones, are thriving more than ever. In particular, mo-
bile devices, such as smartphones, tablets, and wearable de-
vices, have increasingly become the primary computing de-
vice for most people [31]. Although recent advances in mo-
bile technology made mobile phones more powerful, com-
pared to servers, mobile devices are resource-constrained,
lacking computational power and parallel computing ability
utilizing GPUs. This limitation makes AI models installed
in mobile devices difficult to learn new tasks. GAN models,
requiring heavy computation for learning, cannot be free
from this problem.

In this case, methods that enable models installed in mo-
bile devices to learn new tasks without the help of a server
would massively improve the flexibility of mobile applica-
tions.

Recent studies attempt to improve the learning efficiency
of GAN models through few-shot learning. One approach
is applying singular value decomposition (SVD) to the net-
work weights of a pretrained generator and discriminator,
and changing only the singular values for optimizing the
weights to a new task in few-shots (providing less than 100
images) [36]. However, the algorithm in [36] is very slow,
taking around 1 minute to learn how to translate an image to
a previously unseen style, and generally requires more than
five images (e.g. 5-100 images) for optimizing the parame-
ters to a new task.

Another approach to improve learning efficiency is
demonstrated by meta-learning. Meta-learning methods
such as MAML [8] and Reptile [33] have been applied in
supervised and reinforcement learning. A recent research
adapts Reptile to GAN for generating few-shot gray-scale
line images [7]. Though [7] shows successful results, the
few-shot learning is limited to relatively simple image gen-
eration tasks such as drawing a digit or letter that was un-
seen during meta-training. For example, if the model is
trained with digits of 0-8 in MNIST [23] during meta-
training, the new task given to the model will be generating
a monotone image of digit 9.

In short, previous studies have not shown an efficient
few-shot learning algorithm that can meta-train a GAN
model which is useful or practical enough to be used in real-
life mobile device applications such as image style transla-
tion. Moreover, the studies have not shown that a GAN
model installed in a mobile device can learn a new task
without borrowing the computational resources of a server.

In this paper, we propose Meta-GAN, an algorithm
that meta-learns from a very small number of input im-
ages (less than 5 images per domain) to synthesize images
based on new tasks in a computationally efficient manner.
Meta-GAN adopts Reptile [33] for meta-learning image
translation, making the model efficient and lightweight so

that they can learn new image synthesis tasks on a standard
mobile device within a few seconds.

We use our algorithm and train a GAN model that is
likely to be used in mobile applications–a model that trans-
lates photos to Impressionism style images (cf. We also
trained an image generating GAN model. For further de-
tails, please refer to Appendix A). In order train these
tasks, we build new datasets Meta-Landscape and Meta-
Portrait for training and evaluating few-shot image transla-
tion models. We compare the performance of a model that
learned a new task (e.g. translate photo to Cezanne style
image) after being trained with Meta-GAN and a model
trained with the same task (e.g. translate photo to Cezanne
style image) using CycleGAN [46]. Finally, we implement
our method in an NVIDIA Jetson Nano (a standard mobile
device), train a new task to the model using only the re-
sources of the mobile device, and compare the results with
learning a new task on a server.

Thus, the main contributions of our works are:

• We propose Meta-GAN, an efficient meta-learning al-
gorithm for image translation GAN models.

• We quantitatively demonstrate that the performance of
models that learned a new task after being trained with
our algorithms are comparable with models trained
with CycleGAN [46].

• We prove that model trained with our algorithm can
learn a new task in a mobile device within a few sec-
onds.

• We propose Meta-Landscape and Meta-Portrait,
new datasets for training and evaluating few-shot im-
age translation models.

2. Related Work

2.1. Generative Adversarial Networks (GANs)

GANs are generative models that learn to map random
noise vector z to the distribution of an image dataset, allow-
ing for sampling of novel images.

The training objective of the generator G is to make
the divergenceDiv(·) between two probability distributions
PG(x) and Pdata(x) as small as possible. The optimization
formulation can be defined as:

G∗ = argmin
G

Div(PG(x), Pdata(x)) (1)

Meanwhile, the discriminator D estimates the probabil-
ity that a sample comes from the training data rather than
G. The objective function can be formulated as:

D∗ = argmax
D

V (G,D) (2)
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Figure 2: Examples of image translation tasks between two types of domains. (left) shows a photo→ landscape task, with the
meta-trained model optimizing on paintings created by Monet. (right) shows a photo→ portrait task, with the meta-trained
model optimizing on portrait paintings created by Gogh.

where V (G,D) is defined as:

V (G,D) = Ex∼Pdata [logD(x)]+Ex∼PG [log(1−D(x))]
(3)

Thus, the optimization formulation of G can be con-
verted to:

G∗ = argmin
G

max
D

V (G,D) (4)

In sum, GANs optimize a competitive objective where
G maximizes the classification error of D trained to distin-
guish “real” images from “fake” images.

Recently, various adversarial losses have been proposed
to stabilize the training or improve the convergence of the
models. Neverthless, GANs still suffer from a lack of high-
quality data. Training the GAN models on limited data is
challenging, because the data scarcity leads to the problems
such as unstable training dynamics, degraded fidelity of the
generated images, and memorization of the training exam-
ples [38]. Lack of diversity is another issue. Generated
images by GANs lack diversity even when large training
sets are used, because the objective does not penalize the
absence of outlier modes [34].

2.2. Meta-learning

In the research trend towards few-shot learning, meta-
learning algorithms have shown promising results in few-
shot learning and are widely adopted in creating GANs.
The main idea of meta-learning is learning to learn. In
other words, meta-learning aims to design an algorithm that
trains a model to quickly adapt to new task [1]. This goal is
achieved by improving outer learning algorithm over mul-
tiple inner learning episodes, sampled from a task family,

and finally leads to a inner learning algorithm that performs
well on new tasks sampled from this family [13]. In con-
ventional supervised machine learning, the objective of the
training process is to find parameters θ∗, given a training
datasetD = {(x1, y1), ..., (xN , yN )} and a loss function L:

θ∗ = argmin
θ
L(D; θ, ω) (5)

The conditioning on ω denotes the dependence of this
solution on assumptions about how to learn, such as the
choice of optimizer for θ or function class for f . However
in meta-learning, the training step of learning to learn is
implemented to seek meta-knowledge ω∗, given a set of M
source tasks Dsource = {(Dtrainsource,Dvalsource)

(i)}Mi=1:

ω∗ = argmax
ω

log p(w|Dsource) (6)

In the meta-testing stage, the learned ω∗ is used to train
the base model on each new target task i, given a set of Q

target tasks Dtarget = {(Dtraintarget,D
val)(i)

target}
Q
i=1:

θ∗
(i)

= argmax
θ

log p(θ|ω∗,Dtrain
(i)

target ) (7)

The accuracy of the meta-learner is evaluated by the per-
formance of θ∗

(i)

on the test split of each target taskDtest(i)target.
Few-shot image-to-image translation Generally,

image-to-image translation can be categorized into two
groups by learning methods: a supervised method [15, 45,
29], which uses a pairs of source and target domains, and
an unsupervised method [19, 46, 9], which is an unpaired
setting. Our work, as well as CycleGAN, is based on
unsupervised image-to-image translation task.
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We extend the range of tasks for mobile adapted GAN
from the image generation to the image-to-image transla-
tion tasks. Compared to few-shot image generation, the task
of learning image-to-image translator using few training ex-
amples is relatively newly-studied problem. Several recent
works for few-shot image-to-image translation include us-
ing domain-specific feature distribution conditioned on do-
main attributes [27], using one image of the target domain
as an exemplar to guide image translation [5], and apply-
ing semi-supervised learning via a noise-tolerant pseudo-
labeling procedure [40].

Regarding few-shot image-to-image translation tasks,
previous approaches have two main limitations:

1. Validation takes 5-100 images for image-to-image
translation tasks, yet still suffer from memorization
overload and instability, leading to a lack of diversity
or poor visual quality, as well as limited applications
for mobile adaption.

2. Learning new tasks is computationally and mem-
ory expensive and requires a large number of train-
ing steps. Because Mobile GAN requires a more
lightweight model, our approach minimizes the re-
quired training steps and their overhead by implement-
ing the inner loops with a Reptile algorithm.

3. Methodology
A key limitation in [7] is that the proposed algorithm dis-

regards second-order optimizations and estimates the meta
gradients by using an approximation technique proposed by
[33]. Because this estimation negatively affects personal-
ized accuracy in simple image classification tasks, we be-
lieve that approximating the meta-gradient can also affect a
GAN model’s ability to generalize to new tasks.

We propose a method of training the GAN model such
that it can generalize to many new tasks with a high degree
of precision by integrating ideas from state-of-the-art meta
learning algorithms.

As the goal of meta learning is to design an algorithm
that trains a model to quickly adapt to new tasks [1],
the meta training objective first requires the models to be
parametrized such that θG and θD represent easily adapt-
able parameters for the generator model and the discrimi-
nator model respectively. The model parameters are then
updated from θt−1 to θt at each round t through a meta-
training process containing many different tasks.

Image-to-image translation In the image translation
task, each task τ ∼ P (T ) represents a specific translation
task such that there are two image domains Xτ and Yτ . In
this case, our goal is to learn a mapping F : Xτ → Yτ that
is derived from θG. Since there is no explicitly paired data
during training, we observe there is naturally a secondary

Figure 3: An example of a few-shot training task. In this
case, photos from a ”real-image” input domain are trans-
lated to a ”Gogh” painting style given only four instances in
the target domain.

Algorithm 1 Meta-GAN (image translation task)

1: Require: Hyperparameters α, β, λcyc, λidt
2: Initialize generator parameters θGX→Y ,0, θGY→X ,0
3: Initialize discriminator parameters θDX ,0, θDY ,0
4: for each round t = 1, 2, ... do
5: St ← Random sample of m tasks (1 ≤ m ≤ K)
6: for each task τ ∈ St in parallel do
7: φG,τ , φD,τ ← InnerLoop(τ , θG,t−1, θD,t−1)
8: Calculate vG,τ , vD,τ with Eqn. (10)
9: end for

10: θG,t ← θG,t−1 − α
‖St‖

∑
τ∈St vG,τ

11: θD,t ← θD,t−1 − α
‖St‖

∑
τ∈St vD,τ

12: end for
13:
14: InnerLoop(τ, θG, θD):
15: φGX→Y ,0, φGY→X ,0 ← θG
16: φDX ,0, φDY ,0 ← θD
17: for each local epoch i from 1 to E do
18: Generate fake images Y ′ = φGX→Y ,i−1(Xτ )
19: Generate cycled images φGY→X ,i−1(Y

′)
20: Generate identity images using real images Xτ

and Yτ
21: Calculate real/fake discriminator outputs for all

generated images
22: Calculate Lτ (φG, φD, τ) with Eqn. (9)
23: φDX ,i ← φDX ,i−1 − β∇φDX,i−1

LXτ (·)
24: φDY ,i ← φDY ,i−1 − β∇φDY ,i−1

LYτ (·)
25: φGX→Y ,i ← φG,i−1 − β∇φG,i−1

LYτ (·)
26: φGY→X ,i ← φG,i−1 − β∇φG,i−1

LXτ (·)
27: end for
28: Return φk,E to server

task which learns another mappingH : Y τ → Xτ in the re-
verse direction. Thus, we use these two translation tasks as
a two-agent game for fine-tuning during the meta-training
process. Specifically, two discriminators DY and DX are
used to determine the validity of the generated images for
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both tasks.
Meta-gradient computation We can then calculate the

meta gradients for both the generator and the discrimina-
tor using these optimized parameters, resulting in vG,τ and
vD,τ . For every task τ there exists optimal discriminator
and generator weights φG,τ and φD,τ . Because the meta
gradients are trained on multiple tasks, our model parame-
ters θG and θD are trained to lie in a parameter space that
minimizes the distance between θG, θD and φG,τ , φD,τ for
the generator model and the discriminator model respec-
tively. Mathematically, this can be written as the following.

minimize
∑
τ

(φD − θD) + (φG − θG) (8)

Specifically, in the image translation task, we solve the
above equation such that we minimize the overall objective
Lτ for training the discriminator and generators where

Lτ (G,D,Xτ , Yτ ) = Ladv(G,D,Xτ , Yτ )

+ Ladv(wc(G), wc(D), Yτ , Xτ )

+ λcycLcyc(G,wc(G), Xτ , Yτ )

+ λidtLidt(G,wc(G), Xτ , Yτ )

(9)

This can be optimized by minimizing the meta-task loss
L upon the original task parameters θ such that we solve for
∇θL(·). Whereas it is possible to calculate the gradient of
L(G,D,Xτ , Yτ ) with respect to θ as in [8], this will entail
very heavy computation and memory costs when propagat-
ing through the history of optimized φ in order to calculate
the exact Hessian. Thus, this method is sub-optimal in a
mobile environment with limited computation and memory
resources. In other words, because training a GAN is com-
putationally demanding by itself, calculating second-degree
Hessians in this manner would be too difficult for a mobile
device to execute. To mitigate this problem, we estimate
these meta gradients by finding the direction of the gradi-
ent path through simply calculating the weight difference
between φ and θ as proposed in [33].

vτ = ∇θτL(φτ ) ≈ φτ − θτ (10)

Once we calculate the meta gradients for all tasks in St,
we update the GAN model parameters using the average of
all the meta-gradients. This method of training creates an
adaptable GAN model with parameters θG and θD such that
when exposed to a new task τ , the model may quickly con-
verge to the optimal parameters φG,τ and φD,τ with only
a few data points and E inner loops. Thus, meta learning
allows the GAN model rapid and easy generalization to un-
seen tasks with few data points.

Figure 4: A sample of portrait images of a specific task
(Renoir) from our Meta-Portrait dataset.

4. Experiments
4.1. Experimental Settings

All our experiments were carried out on a school server
with four NVIDIA Titan RTX GPUs and two Intel Xeon
Silver CPUs. For the mobile adaptation of our model, we
use a Jetson Nano with a 128-core Maxwell GPU and 4 GB
64-bit LPDDR4 RAM. We include the list of hyperparame-
ters we used to train our model in the appendix.

4.1.1 Model Architecture

Our experiments were carried out using a ResNet-based
model architecture proposed by Johnson et al. [16] who
have shown remarkable results for neural style transfer
and super-resolution. Using this architecture, our gener-
ator model contains three convolutions, serveral residual
blocks [11], two convolutions with a stride of 1

2 , and a fi-
nal convolution layer that maps the features to a RGB im-
age. We use nine residual blocks as we use images of higher
quality - (256×256) for landscape images and (220×180)
for portrait images. Here, we resize the images with bilinear
interpolation with random horizontal flips as data augmen-
tation for the training data. Similar to [16, 46] we use in-
stance normalization [39] which is easily implemented with
the TensorFlow addons library.

For the discriminator network, we follow in the footsteps
of [46] and implement PatchGANs [25], which classifies the
validity of 70× 70 overlapping image patches.

4.1.2 Datasets 1

The goal of our experiments is to see whether our method
can quickly adapt to new image translation tasks. Thus, to
do so, we had created our own datasets, Meta-Landscape

1datasets available at https://drive.google.com/drive/
folders / 17cY59LAn - ocfDWll4bVJcJUdWKCsa0Rb ? usp =
sharing
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and Meta-Portrait, for our meta-tasks from a large col-
lection of artwork provided by the WikiArt [41] database,
landscape photos from Kaggle [22], and face photos from
Celeb-A [28]. Meta-Landscape consists of landscape pho-
tos and landscape paintings. Meta-Portrait consists of por-
trait photos and portrait paintings.

To build the datasets, among the images in the WikiArt,
we select the ones that fall into one of the categories: land-
scapes or portraits. We use the two categories separately to
differentiate between two underlying task structures since a
meta-model trained to optimized on landscape style transla-
tion tasks will often perform poorly on facial style transla-
tion tasks.

Next, we divide each category into their respective art
styles, including everything from contemporary art (i.e.
pop-art, contemporary realism, minimalism) to art dating
back several centuries (i.e. romanticism, renaissance, etc.).

Finally, we combine one or more art style (or we may just
use one art style). We split the combined art style (e.g. im-
pressionism and post-impressionism) into tasks based upon
the artist who created the paintings. By doing so, we are
able to instill a unique style to each task, creating a non-
i.i.d. dataset in the process and empirically showing that
our model is robust to non-i.i.d. training data as well.

We split the combined art style into training and testing
datasets with a random 90:10 split. Note that although the
task split was done in a random manner, we ensured that
the Monet, Cezanne, and van Gogh tasks were in the test-
ing dataset in order to compare with other image-translation
models [46]. By this, we get the training and testing datasets
for landscape paintings and portrait paintings.

For landscape photos, we split the Kaggle dataset into
training and testing datasets with a random 90:10 split.
Combining landscape photos and landscape paintings, we
get Meta-Landscape. Similarly, for portrait photos, we
split the Celeb-A with a random 90:10 split. Combining
the portrait photos and portrait paintings, we get Meta-
Portrait. The following is summary of each dataset.

Meta-Landscape Consists of landscape paintings and
photos. Landscape paintings are from the impressionism
and post-impressionist era with a total of 258 artists and
6,030 paintings. There are 4,319 landscape photos in total.

Meta-Portrait Consists of portrait paintings and photos.
Portrait paintings were cropped from artworks from the im-
pressionism and post-impressionist era with a total of 188
artists and 2,378 paintings. There are 202,599 portrait pho-
tos in total.

A major obstacle we faced when collecting paintings of
portraits was the discrepancy in size and position of the sub-
ject in relation to the whole image in the painting of WikiArt
with the images in Celeb-A. To elaborate, subjects in Celeb-
A usually display their face and small portion of their upper
body. On the other hand, subjects in paintings displayed a

Figure 5: A comparison of our model with the original Cy-
cleGAN [46] model. Note that while the CycleGAN model
was exclusively trained on each task, our model was fine-
tuned with five gradient steps.

diverse range of exposure, ranging from only their face to
showing their entire body.

In order to solve this problem, we first ran a face de-
tection algorithm using multi-task cascaded neural net-
works [43] to find the general location of the subject’s face.
Next, we mathematically calculated the offset between the
detected face and the average bounding box points in the
Celeb-A dataset. By resizing the bounding box detected on
the portrait by this offset, we were able to extract a pic-
ture of the subject with the same proportions as the Celeb-
A dataset. A sample of the images we created through this
process is shown in Figure 4.

4.1.3 Evaluation Metrics

We used the following evaluation metrics for performance
comparison.

• Fréchet Inception Distance (FID). We employed FID
[12] to evaluate the quality of the translated images.
FID measures the distance between the distribution of
the generated and target samples through features ex-
tracted by Inception-V3 [37] classifiers.

• Learned Perceptual Image Patch Similarity (LPIPS).
We employed LPIPS [44] to evaluate diversity of the
translated images. LIPIS measures the average feature
distances between generated samples.

4.2. Results

We conducted experiments on the Meta-Landscape and
Meta-Portrait datasets with our model and the original
CycleGAN [46] model, and compared the performance of
the two models. As shown in Table 3, our few-shot image-
to-image translation model outperforms the traditional un-
supervised image-to-image translation model in majority of
the tasks for both datasets. On the Meta-Landscape dataset,
Meta-GAN achieves FID of 130.67 for Van Gogh task,
95.95 for Monet task, and 166.99 for Cezanne task. They
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Table 1: A table summarizing the performance of our model in the server. Note that each task iteration takes approximately
0.2 seconds, meaning that fine-tuning with five inner loops on a particular task takes approximately 1 second to finish.

GX→Y loss GY→X loss DX loss DY loss Time per iteration
Photo↔ Landscape 1.775 2.325 0.149 0.172 253 ± 16 ms
Photo↔ Portrait 1.834 2.313 0.126 0.170 213 ± 11 ms

Table 2: A table summarizing the performance of our model in a Jetson Nano. Note that each task iteration takes approx-
imately 3 seconds, meaning that fine-tuning with five inner loops on a particular task takes approximately 15 seconds to
finish.

GX→Y loss GY→X loss DX loss DY loss Time per iteration
Photo↔ Landscape 2.117 2.468 0.138 0.207 3122 ± 45 ms
Photo↔ Portrait 2.100 2.227 0.131 0.203 2876 ± 37 ms

are all better than those achieved by the baseline model.
Similar trends can be observed in LPIPS, which indicates
that images translated through our model has both relatively
high quality and diversity on the Meta-Landscape dataset,
despite the fact that our model has much fewer training
steps than the baseline model (see Figure 5). On the Meta-
Portrait dataset, our model improves the diversity and fairly
maintains the diversity of the baseline model in most of the
tasks.

4.2.1 Experiment Architecture

Using the datasets defined in section 4.1.2, we define the
meta-task as learning to map an image from an input do-
main X to a target Yτ where τ represents a specific style or
artist within the target domain space and ‖X‖ = ‖Yτ‖ = 5.
In other words, a single training task consists of five input
photos and five target photos with the model learning the
mapping between these two. An example of this can be
seen in Figure 3.

Each training round consists of sampling a task from the
test dataset, fine-tuning on the task during meta-training,
and updating the model with a meta-gradient calculated
using task-specifically optimized weights. Such training
rounds are repeated until convergence. In this manner, we
trained the models with 50 epochs on the server, with each
epoch consisting of approximately 1000 tasks.

We optimized the training process by training the model
in batches of tasks, with each batch consisting of a sin-
gle meta-task. The model is customized such that instead
of performing gradient descent once with each batch, the
model instead is optimized for E rounds, with the weights
being updated after the final round in a manner consistent
with algorithm (1).

Figure 6: A set of photos fine-tuned on the server. First col-
umn: input image, second column: translated image, third
column: reconstructed image, forth column: target artist.

4.2.2 Server Results

Fig. 6 shows the performance of our model when fine-
tuning is run on the server.

The results of the server serve as a baseline for which
we compare our model when fine-tuned on a mobile device.
Note that the average time per iteration was about 253 mil-
liseconds for a photo to landscape task, and 213 millisec-
onds for a photo to portrait task. This difference in time
is to be expected since a single image in a portrait task is
smaller (220× 180) than a single image in a landscape task
(256× 256). An example of images created in this manner
is shown in Figure 6
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Table 3: Quantitative results on the Meta-Landscape and Meta-Portrait datasets. Lower FID and higher LPIPS are better.

Metrics Models Photo↔ Landscape Photo↔ Portrait
Van Gogh Monet Cezanne Van Gogh Monet Cezanne

FID CycleGAN [46] 159.46 101.88 189.06 184.4335 236.5659 183.3828
Meta-GAN (ours) 130.67 95.95 166.99 192.5191 220.7521 195.0791

LPIPS CycleGAN [46] 0.6751± 0.0743 0.6728± 0.0603 0.6312± 0.0602 0.5404± 0.0605 0.5560± 0.0617 0.5310± 0.0583
Meta-GAN (ours) 0.8133 ± 0.0680 0.8003 ± 0.0650 0.7531 ± 0.0663 0.5489 ± 0.0621 0.5675 ± 0.0523 0.5688 ± 0.0559

4.2.3 Mobile Results

Figure 7: A set of photos fine-tuned on a mobile device.
First column: input image, second column: translated im-
age, third column: reconstructed image, forth column: tar-
get artist.

Fig. 7 shows the performance of our model when fine-
tuning is run on a mobile device.

The results of the mobile device show that although there
was not a noticeable difference in model performance (this
is to be expected since the model is trained in the same Rep-
tile manner as the one trained in the server), the training
time per iteration increases by a factor of about 12. An
example of the images created in this manner is shown in
Figure 7, empirically showing that the performance of the
model does not degrade when run on mobile.

However, it is important to note that this experiment em-
pirically proves that training on a mobile device is possible,
and that a mobile device is capable of fine-tuning a model
that can generate images of an unseen class with the same
level of quality as one that is trained on the server, albeit at
a slower pace.

5. Discussion
5.1. Future Work

Although we show that Meta-GAN is comparable to the
state-of-the-art when fine-tuned, the area of few-shot gen-
erative adversarial networks is still relatively unexplored
and still has room for improvement. This is especially the
case for few-shot GANs in a mobile environment. Methods
of more mobile versions of Meta-GAN may be achieved
through optimization techniques including, but not limited
to, quantization for smaller weights and pruning for faster
inference. This area can also be expanded upon by incor-
porating quantization-aware meta training in the server, al-
lowing the server to create a meta-model that not only gen-
eralizes well to new tasks but also creates a model that is
optimized for quantization.

Furthermore, since mobile GANs by nature run on
privacy-sensitive user devices, measures of privacy may
also need to be implemented while fine-tuning. In this
case, ideas from federated learning and encryption along-
side Meta-Federated Learning can be used to create a gen-
eralized initial model while preserving privacy.

Finally, the work we have done so far is fine-tuned on
artists only in the impressionist era. Our future work may
include creating a meta-model that is trained on different
art styles instead of different artists, with the model capable
of producing art of a certain style with only a few artist-
agnostic paintings in the aforementioned art style.

5.2. Conclusion

In conclusion, we created a novel few-shot image trans-
lation framework Meta-GAN such that it can produce state-
of-the-art generated images when fine-tuned even in mobile
environments. In doing so, we first confirmed that meta-
learning is empirically possible in image-translation tasks,
with results exceeding models dedicated to producing im-
ages of a single style. In order to train our model in such a
manner, we proposed two novel datasets Meta-Landscape
and Meta-Portrait such that it provided few-shot image
translation tasks to various art styles and artists. Finally,
we trained our model in both the server and in a mobile en-
vironment, showing comparable performance in both.
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A. Applying Meta-GAN to Image Generating
GAN Models

Although our paper focuses on meta-learning for an im-
age style translation GAN model, Meta-GAN can be ap-
plied to wide range of GAN models with slight modifica-
tion in its algorithm. In this section, we show how to use
our algorithm for image generating GAN models.

A.1. Related Work: Few-shot Image Generation

Few-shot adaption of the image generation task seeks
good generalization on image generation function with only
a few training examples of the target classes [32]. Several
methods have been proposed for few-shot image generation.

[4] employs memory-assisted matching networks to
achieve few-shot image generation. [7] uses Reptile to gen-
erate more advanced concepts of images with 8 samples
from an unseen class. [26] integrates MAML with vari-
ous GANs for both few-shot music and image generation.
Despite the fact that excellent performance of the few-shot
image generation models has been observed through numer-
ical and theoretical analysis, mobile adaption of GAN still
suffers from limited application.

A.2. Methodology: Image Generation from Latent
Variables

The modification of Meta-GAN is given in Algor-
tithm 2. Concerning an image generation task, the GAN
model is optimized on each task τ with an inner loop con-
sisting of E local epochs. The algorithm initializes a latent
vector z and generates fake data using z and the current gen-
erator model. Then, we update the task specific discrimina-
tor parameters with cross-entropy loss using both the fake
data and real data sampled by τ , producing an optimized
discriminator model with parameters φD,τ . The generator is
trained on the fine-tuned discriminator using cross-entropy
loss with a newly created latent vector z, producing an op-
timized generator model with parameters φG,τ .

A.3. Experiments

A.3.1 Model Architecture

Our experiments use a DCGAN [35] with binary cross-
entropy loss. Images from simpler datasets are resized to
32 × 32 or 64 × 64 with binlinear interpolation, while im-
ages from more complex datasets are reconfigured as neces-
sary. No data augmentation layers were used. Results were
sampled every 10 epochs, with each epoch containing about
500 meta-steps, while experiments took about 500 epochs
to converge.

Algorithm 2 Meta-GAN (image generation task)

1: Require: learning rates α and β
2: Initialize generator parameters θG,0
3: Initialize discriminator parameters θD,0
4: for each round t = 1, 2, ... do
5: St ← Random sample of m tasks (1 ≤ m ≤ K)
6: Create a copy WG ← θG,t−1
7: Create a copy WD ← θD,t−1
8: for each task τ ∈ St in parallel do
9: φG,τ , φD,τ ← InnerLoop(τ , θG,t−1, θD,t−1)

10: Calculate vG,τ , vD,τ with Eqn. (10)
11: end for
12: θG,t ← θG,t−1 − α

‖St‖
∑
τ∈St vG,τ

13: θD,t ← θD,t−1 − α
‖St‖

∑
τ∈St vD,τ

14: end for
15:
16: InnerLoop(τ, θG, θD):
17: φG,0 ← θG
18: φD,0 ← θD
19: for each local epoch i from 1 to E do
20: Generate latent vector z
21: Generate fake data y with z and φG,i−1
22: φD,i ← φD,i−1 − β∇φD,i−1

L(τ, y)
23: Generate latent vector z
24: φG,i ← φG,i−1 − β∇φG,i−1

L(τ, y)
25: end for
26: Return φk,E to server

A.3.2 Datasets

The goal of our experiments is to see whether our method
can quickly adapt to new image generation tasks. The
datasets that we use are as follows.

MNIST [23] is a dataset of handwritten digits containing
10 classes with 6,000 images of each class. In the context
of few-shot image generation, each digit represents a task
(i.e. τ0 to τ9) to solve. We choose tasks τ0 to τ8 as the
training dataset to train the model to easily adapt to a new
task (in this case τ9) with only a few images. In our experi-
ments, we chose n = 5, which means that our generator can
be optimized to generating images of 9 with only 5 images
sampled from τ9.

Omniglot [21] represents a slightly more difficult image
generation task, containing 1,623 unique characters from 50
different alphabets, each with 20 images of each class. We
split the dataset by allocating 80% and 20% of the charac-
ters alongside its corresponding data to a training set and
a validation set respectively. Contrary to MNIST, however,
the larger dataset forces our model to test on a larger un-
seen sample set, testing its full ability to adapt to new tasks.
We have found that the Omniglot dataset presented a much
more difficult challenge, requiring a more complex model
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Figure 8: Validation of MNIST after 390 epochs. Top:
MNIST Data, Bottom: Generated Image

Figure 9: Validation of Omniglot after 190 epochs trained
with the DCGAN model. The generated images show less-
than-optimal performance due to the simplistic nature of the
DCGAN model.

and model optimization strategies such as layer normaliza-
tion [3] and parametric ReLU.

A.3.3 Results

The results based on training with MNIST and Omniglot are
given in Figs 8, 9 respectively. We find that the more the
dataset is complex, the more advanced model architecture
and delicate optimization strategies are required. Consider-
ing the results in Section 4, it is likely that if a model hav-
ing a deeper structure (such as a ResNet-based structure) is
trained with Algortithm 2, it will show better performance
yet still be possible to learn new tasks using only the re-
sources of a mobile device.
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